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Abstract

A composite-grid numerical method is developed for simulating unsteady, three-dimensional (3D), incompressible flows in complex geometries. The governing equations are solved using a second-order accurate, finite-volume method based on the dual time-stepping artificial compressibility approach. Overset grids are employed to discretize arbitrarily complex geometries, and a new interface algorithm is developed to facilitate communication between neighboring grids. The algorithm is inspired by the necessary and sufficient conditions for satisfying global mass conservation in a composite domain and is simple to implement in 3D. Numerical experiments show that the new interpolation scheme is superior to straightforward, trilinear interpolation of all flow variables as it minimizes non-physical spurious oscillations in the overlap region, is less sensitive to grid refinement, and greatly enhances the computational efficiency of the iterative algorithm. The advantages of the new method are especially pronounced when adjacent overset subdomains are discretized with different spatial resolutions. The potential of the method as a powerful technique for simulating complex engineering flows is demonstrated by applying it to calculate vortex shedding from a circular cylinder mounted between two endplates and flow in a rectangular channel with two wall-mounted obstacles.
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1. Introduction

Most flows of practical interest in engineering and bioengineering take place in geometrically complex domains and are dominated by unsteadiness and shedding of three-dimensional (3D) coherent vortices. Typical examples range from the hydraulics of complex bridge foundations in natural rivers [1] to the hemodynamics of mechanical, prosthetic heart valves [2]. A critical prerequisite for the accurate numerical simulation of such flows is the development of robust and accurate algorithms capable of handling complex
multiconnected geometrical configurations. Constructing a good quality single-block, structured, curvilinear mesh for such complex geometries, however, is often a formidable if not impossible undertaking.

Algorithms employing unstructured grids provide a powerful alternative for simulating flows in arbitrarily complex geometries and have been successfully applied in recent years to a number of complex compressible and incompressible flows (see [3] and references cited there for a review of related literature). Unstructured grids facilitate grid generation in complex domains and allow for the relatively easy implementation of locally adaptive algorithms. Such methods, however, could be memory and computational time intensive and in general are less amenable, as compared to structured grid methods, to the implementation of high resolution, spatial discretization schemes. Moreover, generating a fully unstructured grid near solid boundaries in high Reynolds-number flow simulations is far from trivial. In fact, most available unstructured algorithms have to resort to locally structured grids to accurately resolve near-wall boundary layers.

An alternative to unstructured grids is the so-called composite, overset grid approach pioneered by Benek et al. [4]. A complex geometrical configuration is decomposed into a set of simpler, overlapping subdomains, each designed so that it can be easily discretized with a set of simple, boundary-conforming, curvilinear coordinates. The governing equations are solved independently in each subdomain and information from one subdomain to another is transferred via the specification of interfacial boundary conditions. Compared to their unstructured grid counterpart, composite structured grid algorithms are worth pursuing because they: (1) lead to more efficient numerical algorithms; (2) simplify the implementation of high-resolution discretization schemes; (3) allow for efficient clustering of grid surfaces near solid walls, thus, enhancing accuracy in high Reynolds-number simulations; and (4) provide a natural level of parallelism for execution on massively parallel computers. A major difficulty in the implementation of overset-grid algorithms in complex, unsteady flows, however, stems from the need to specify boundary conditions for all flow variables at interfaces between adjacent subdomains. In complex, unsteady flow simulations such boundary conditions should ensure that vortical structures generated in one subdomain can cross grid interfaces and interact with the flow in adjacent subdomains without distortion.

The simplest approach for specifying interface boundary conditions is to interpolate all primitive variables from one subdomain to the other [4–8]. This approach, however, does not guarantee that the so obtained numerical solution will be globally conservative. The term globally conservative implies that the fluxes of conserved quantities (mass, momentum and energy) integrated over the boundary of the composite domain add up to zero. Lack of global conservation could be detrimental to the accuracy and smoothness of the computed solution, especially in incompressible flow simulations where global mass conservation is a necessary condition for the existence and uniqueness of a smooth pressure field [9]. Conservative composite-grid methods can be developed by patching the grids of adjacent subdomains along a common grid surface. Global conservation can then be ensured using flux interpolation techniques such as those developed by Rai [10], for compressible flows, and Wright and Shyy [11], for incompressible flows. Patched grids have also been used to design locally adaptive [12] and grid embedding algorithms for resolving near-wall regions in DNS and LES [13,14] of turbulent flows. The usefulness of patched grids, however, is rather limited in complex geometries as the requirement to exactly match grids along the interface can be very stringent in arbitrarily complex domains. Overset Chimera grids [4] provide a far more flexible alternative because the grids of adjacent subdomains may be arbitrarily overlapped. The main disadvantage of overset grids, however, is that global conservation is very difficult to enforce [15], especially in 3D. For that reason the prevailing wisdom in the literature is that overset grids should be avoided in flows involving large solution gradients and strong elliptic effects, such as large regions of separated flow [11,15]. In spite of these difficulties, overset-grid approaches for incompressible flow simulations have attracted considerable attention from a number of researchers in recent years. In what follows we present a brief review of recent literature with an emphasis on composite-grid methods employing Chimera, overset grids.
Henshaw [16] developed a pressure-based, fourth-order accurate method for solving the Navier–Stokes equations on overlapping grids. Boundary conditions at grid interfaces were specified for the velocity and pressure fields using interpolation based on Lagrange polynomials. The accuracy of the method was demonstrated by applying it to simulate 2D flow past a cylinder at $Re = 100$. Sample 3D results were also reported for the so-called twilight-zone flow (a benchmark, analytical solution) and steady flow past a sphere at an unspecified Reynolds number.

Zang and Street [17] developed a second-order accurate, fractional-step, finite-volume, multigrid method for solving the 3D, unsteady, Navier–Stokes equations on composite overset grids. They employed Lagrangian, bi-quadratic interpolation to transfer data between subdomains. Due to the non-conservative character of their interpolation scheme, Zang and Street [17] had to explicitly implement a mass imbalance correction on the interpolated velocity field to ensure global mass conservation in each subdomain. Zang and Street [17] applied their method to simulate spin-down flow in a circular cylinder, steady flow in a polar cavity, and upwelling flow in a rotating axisymmetric container.

Hubbard and Chen [9] developed a finite-analytic, SIMPLE-type algorithm for solving the Navier–Stokes equations on Chimera overset grids. They reported that using trilinear interpolation at grid interfaces for all flow variables leads to oscillatory pressure and velocity fields and proposed an approach for correcting the interpolated velocity field such that the continuity equation is enforced at every node near a grid interface. Hubbard and Chen simulated steady 2D flow past a circular cylinder at $Re = 30$ and also solved the axisymmetric, Reynolds-averaged Navier–Stokes equations for flow past an axisymmetric submarine-like hull.

Freitas and Runnels [8] developed an overset-grid approach to simulate 2D flows with fluid/structure interaction. They employed bilinear interpolation for all flow variables at grid interfaces and reported that they were able to circumvent the difficulties associated with the lack of conservation at the interface by ensuring that their iterative algorithm converges to a sufficiently small residual level at each time step.

More recently, Burton and Eaton [18] developed a second-order accurate, fractional-step method for solving the unsteady, Navier–Stokes equations on staggered, overset grids. They employed non-conservative, quadratic interpolation to specify boundary conditions at grid interfaces and reported good results for the well known Taylor vortex flow and unsteady 2D flow past a circular cylinder at $Re = 100$.

The above brief literature review points to the progress and growing interest in the development and application of overset-grid techniques for solving the incompressible Navier–Stokes equations. It is important to point out, however, that for the most part previous studies have focused on relatively simple steady and unsteady flows. Therefore, the ability of overset-grid-based algorithms to carry out reliable simulations of massively separated, 3D flows has yet to be demonstrated. It also apparent from the above review that the search for an interface interpolation scheme that is simple to implement in 3D flows and has good conservation properties is still ongoing. In this work, we seek to contribute both toward the development of an improved interface interpolation scheme and to demonstrate the potential of the overset-grid approach in simulations of complex, unsteady, 3D flows.

We propose a practical methodology for solving the unsteady, 3D, Navier–Stokes equations in arbitrarily complex geometries using overset grids. We develop a second-order accurate interface algorithm, which is inspired by the necessary and sufficient conditions required for satisfying global mass conservation in the composite domain. The proposed algorithm determines the velocity components at the interface by ensuring consistency of the mass flux across the interface. Unlike other conservative schemes of flux interpolation type, the present algorithm neither interpolates geometry [10,19] nor requires patching of the overset grids [15] and, thus, is very simple to implement in 3D flows. Furthermore, our mass-flux based interpolation (MFBI) algorithm does not require explicit correction of the interpolated velocity field to ensure global mass conservation (as in [9,17]) – such corrections would be tedious to implement in situations where multiple grids overlap and could complicate the implementation of the method in 3D. The base flow solver is a second-order accurate, dual time-stepping, artificial compressibility method developed by
Sotiropoulos and Ventikos [20]. We compare the MFBI algorithm with an algorithm based on straightforward trilinear interpolation of all flow variables, which we shall refer to in the remainder of this paper as the standard interpolation (SI) method. The two interface treatment algorithms are applied to calculate steady and unsteady flows in a 3D lid-driven cavity and steady flow in a 90°, strongly curved, circular pipe. For both cases, the computations are carried out using overset-grid layouts. We show that MFBI accelerates the convergence of the iterative algorithm and minimizes oscillations of the pressure at discontinuous grid interfaces. We also demonstrate the potential of our method in simulations of complex, massively separated flows for two test cases. The first case is laminar flow past a circular cylinder mounted between two endplates at Reynolds numbers \( Re = 100 \) and 300, based on the approach velocity and cylinder diameter. Numerical simulations for this case have been recently reported by Mittal [21] using a finite-element method on an unstructured grid. The second test case is flow in a rectangular channel with two wall-mounted obstacles. The computational domain is discretized using six overset grids and calculations are carried out for \( Re = 100 \) and 300.

The paper is organized as follows. In Section 2, we describe briefly the basic flow solver. In Section 3, we discuss conditions for satisfying global mass conservation in composite domains. In Section 4, we present the MFBI algorithm and describe its implementation in generalized curvilinear coordinates. In Section 5, we discuss issues related to grid connectivity and summarize the entire domain decomposition algorithm. In Section 6, we compare the accuracy and efficiency of MFBI and SI approaches for laminar flows in a lid-driven cavity and through a strongly curved pipe. In Section 7, we report computations for two complex laminar flows involving unsteady shedding from wall-mounted obstacles. A summary of our findings along with conclusions and recommendations for future work are given in Section 8.

2. The base numerical method

In this section we describe the numerical method used to solve the unsteady, 3D Navier–Stokes equations. Various aspects of this method have been described in detail in previous archival publications [20,22] and for this reason we only present a brief summary of the methodology. Issues related to the numerical implementation of the domain decomposition method and a summary of the overall algorithm are discussed in the subsequent section.

We solve numerically the unsteady, 3D, incompressible, Navier–Stokes equations in generalized curvilinear coordinates (repeated indices imply summation – \( \ell, r = 1–3 \)):

\[
\Gamma \frac{\partial Q}{\partial t} + J \frac{\partial}{\partial \xi^r} (F^\ell - F^\ell_r) = 0,
\]

where

\[
\Gamma = \text{diag}(0, 1, 1, 1),
\]

\[
Q = \left( p, u_1, u_2, u_3 \right)^T,
\]

\[
F^\ell = \frac{1}{J} \left( U^\ell, u_1 U^\ell + p_{s_1}^\ell, u_2 U^\ell + p_{s_2}^\ell, u_3 U^\ell + p_{s_3}^\ell \right)^T,
\]

\[
F^\ell_r = \frac{1}{JRe} \left( 0, g^\ell \frac{\partial u_1}{\partial \xi^r}, g^\ell \frac{\partial u_2}{\partial \xi^r}, g^\ell \frac{\partial u_3}{\partial \xi^r} \right)^T,
\]

where \( p \) is the static pressure divided by the density, \( u_i \) are the Cartesian velocity components, \( U^\ell \) are the contravariant velocity components (\( = u_m s_m^\ell \)) and \( s_m^\ell \) are the metrics of the geometric transformation, \( J \) is the Jacobian of the geometric transformation, \( g^\ell \) is the contravariant metric tensor \( g^\ell_{rr} = s_{sr}^r s_{sr}^\ell \), and \( Re \) is
cell interfaces are approximated as follows:

\[ F_{i,j,k}^{1} = \frac{1}{J} \left( \frac{3Q_{i,j,k}^{n+1} - 4Q_{i,j,k}^{n} + Q_{i,j,k}^{n-1}}{2\Delta t} + \left( \delta_{\psi} F_{\psi} + \delta_{\psi} F_{\psi}^r \right) \right)_{i,j,k}^{n+1} = 0, \]  

(3)

where

\[ \delta_{\psi} \left( \right)_{i,j,k} = \frac{1}{\Delta \xi} \left( \right)_{i,j,k}, \]

and \( \tilde{F} \) denotes discrete approximation of the flux \( F \) at the cell interfaces. The convective flux vectors at the cell interfaces are approximated as follows:

\[ \tilde{F}_{i+1/2,j,k}^{1} = \frac{1}{2} \left( F_{i+1,j,k}^{1} + F_{i,j,k}^{1} \right) + D_{i+1/2,j,k}^{1}, \]

(4)

where \( D_{i,j}^{1} \) is an artificial dissipation flux. Lin and Sotiropoulos [22] have implemented and evaluated several approaches for constructing dissipation fluxes, including scalar and matrix-valued artificial dissipation and flux-difference splitting upwinding. They showed that when all schemes are compared on the same mesh resolution, the matrix-valued scheme [22,23] introduces the least overall amount of artificial dissipation. The calculation of the viscous fluxes at cell interfaces is straightforward. The metrics of the geometric transformation are calculated using simple averaging while the spatial derivatives of the velocity field are calculated using three-point, central differencing (see [22,24] for details).

Since \( \Gamma \) is a singular matrix, Eq. (3) cannot be marched in time to advance the solution to the next time step. Moreover, the temporal discretization scheme is fully implicit so solving Eq. (3) requires an iterative algorithm. Such an algorithm can be designed by adopting the dual- (or pseudo-) time-stepping artificial compressibility approach [25], as follows:

\[ \frac{d}{d\tau} \left( Q_{i,j,k}^{m+1} \right) + R_{i,j,k}^{m+1} = 0, \]

(6)

where \( \tau \) is the pseudo-time variable, \( m \) denotes the iteration level in pseudo-time, and \( R \) is the residual vector given by

\[ R_{i,j,k}^{m+1} = \frac{1}{J} \left( \frac{3Q_{i,j,k}^{m+1} - 4Q_{i,j,k}^{m} + Q_{i,j,k}^{m-1}}{2\Delta t} + \left( \delta_{\psi} F_{\psi} + \delta_{\psi} F_{\psi}^r \right) \right)_{i,j,k}^{m+1}. \]

(7)

Eq. (6) can be integrated in pseudo-time until the pseudo-time derivative is reduced to a prescribed small tolerance, \( m \) and \( m+1 \rightarrow n+1 \), and the governing equations are satisfied at the \( n+1 \) time level (i.e., \( R^{n+1} \rightarrow 0 \)). In this work, we integrate Eq. (6) by adopting the point-wise implicit, four-stage, Runge–Kutta algorithm described in [20]. The convergence of the iterative algorithm is enhanced using local (dual-) time-stepping, implicit residual smoothing, and V-cycle multigrid acceleration (see [20,26] for details). As
discussed in [20], the point-wise implicit discretization of \( R \) in pseudo-time (see Eq. (7)) enhances considerably the robustness of the iterative algorithm (by allowing the use of large physical time steps \( \Delta t \)) without the computational overhead associated with a fully implicit (pseudo-) time-marching iteration scheme.

3. Conditions for global mass conservation on overset grids

In this section we discuss the conditions that need to be satisfied to enforce global mass conservation in a composite domain discretized with overset grids. Before we proceed with our discussion, it is important to point out that using conservative schemes in each overset subdomain is not by itself sufficient to guarantee global conservation in the composite domain. As discussed in [15], the presence of grid interfaces creates artificial boundaries in the interior of the flow domain, which must be treated conservatively for global conservation to be satisfied. We should also comment that we focus exclusively on mass conservation because it is the most critical prerequisite for designing well-posed numerical algorithms for solving the incompressible Navier–Stokes equations.

With reference to Fig. 1, consider the composite domain \( \Omega \) obtained by overlaying domains \( \Omega_A \) and \( \Omega_B \) — that is, \( \Omega = \Omega_A \cup \Omega_B \). Let \( \Gamma_A \) be the boundary of \( \Omega_A \) and \( \Gamma_a \) the portion of this boundary that is within the overlap region. By adopting a similar notation for \( \Omega_B \), the boundary \( \Gamma \) of \( \Omega \) can be written as \( \Gamma = \Gamma_A - \Gamma_a + \Gamma_B - \Gamma_b \). For incompressible flow, global mass conservation in \( \Omega \) requires that

\[
\int_{\Gamma} \tilde{V} \cdot \tilde{n} dS = \int_{\Gamma_A} \tilde{V}^A \cdot \tilde{n} dS - \int_{\Gamma_A} \tilde{V}^A \cdot \tilde{n} dS + \int_{\Gamma_B} \tilde{V}^B \cdot \tilde{n} dS - \int_{\Gamma_B} \tilde{V}^B \cdot \tilde{n} dS = 0,
\]

where \( \tilde{V} \) is the velocity vector, \( \tilde{n} \) is the outward pointing unit normal vector, and the superscripts \( A \) and \( B \) indicate the subdomain in which the velocity vector has been calculated. Assuming that conservative numerical schemes are used in each subdomain, it follows that

\[
\begin{align*}
\int_{\Gamma_A} \tilde{V}^A \cdot \tilde{n} dS &= 0, \\
\int_{\Gamma_B} \tilde{V}^B \cdot \tilde{n} dS &= 0.
\end{align*}
\]

From (8) and (9) we obtain:

\[
\int_{\Gamma_a} \tilde{V}^A \cdot \tilde{n} dS + \int_{\Gamma_b} \tilde{V}^B \cdot \tilde{n} dS = 0.
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{schematic}
\caption{Schematic of a composite domain with two overset subdomains.}
\end{figure}
Since the overlap region belongs to both subdomains, the following conservation relations should be satisfied for physically meaningful solutions [15]:

$$\int_{F_a} \vec{V}_A \cdot \vec{n} \, dS + \int_{F_b} \vec{V}_A \cdot \vec{n} \, dS = 0,$$

$$\int_{F_a} \vec{V}_B \cdot \vec{n} \, dS + \int_{F_b} \vec{V}_B \cdot \vec{n} \, dS = 0.$$  \hspace{1cm} (11)

Combining (10) and (11), we obtain the following conditions for global mass conservation to be satisfied in the composite domain [15]:

$$\int_{F_a} \vec{V}_A \cdot \vec{n} \, dS = \int_{F_a} \vec{V}_B \cdot \vec{n} \, dS \quad \text{and} \quad \int_{F_b} \vec{V}_A \cdot \vec{n} \, dS = \int_{F_b} \vec{V}_B \cdot \vec{n} \, dS.$$  \hspace{1cm} (12)

In other words, assuming that conservative numerical schemes are used in each subdomain, global mass conservation in the composite domain is satisfied if at each interface of the overlap region the mass fluxes calculated using velocities from domains A and B are equal to each other. Obviously, if boundary conditions at the interface are specified using standard interpolation there is no guarantee that Eqs. (12) are satisfied other than in the limit of the grid spacing approaching zero. In fact satisfying Eq. (12) exactly can be very difficult especially in 3D flows. Approaches for enforcing strict conservation have been proposed by Berger [19] and Wang [15] but both are very tedious to implement in 3D geometries. In the following section, we propose a simple approach for satisfying a second-order approximation of Eq. (12). Strictly speaking, our approach satisfies mass conservation exactly only in the limit of zero grid spacing but it is easy to implement and, as will be shown in subsequent sections, greatly improves the efficiency, accuracy, and smoothness of the solution as compared to the standard interpolation.

4. Interface treatment using MFBI

Consider the two overset grids, $\Omega_A$ and $\Omega_B$, shown in Fig. 2. Assume that the solution in $\Omega_B$ is known and that we seek to construct boundary conditions on the interface $S$ in order to solve the governing equations in $\Omega_A$. We develop an interpolation scheme, which is based on enforcing a second-order accurate approximation of the mass flux constraint given by Eq. (12) on $S_0$ – the surface located half a grid node away from the interface $S$. Note that we enforce the mass-flux constraint on $S_0$, rather than on $S$ itself, because we discretize the governing equations in strong-conservation form using three-point central differencing (see Eq. (3)). Thus, summation of the discrete equations over all interior nodes of $\Omega_A$ results in boundary fluxes at the grid surface half a grid node away from the boundary.

Using the index and curvilinear coordinate notation of Fig. 2, a discrete approximation of Eq. (12) can be written as follows:

$$\sum_{j,k \in S'} \left( \frac{U_j^1}{J} \right) \Delta \xi^2 \Delta \xi^3 = \sum_{q \in S' B} \left( \frac{U_q^1}{J} \right) B \Delta \xi^2 \Delta \xi^3.$$  \hspace{1cm} (13)

The summation on the left-hand side of Eq. (13) is over the grid nodes of $\Omega_A$ along the $S'$ boundary. The summation in the right-hand side of Eq. (13), on the other hand, is taken over the points $q$ defined by the intersection of the surface $S'$ with the $\Omega_B$ grid, denoted as $S'B$. As we discussed above, calculating this term exactly, by adopting procedures such as those proposed in [15] and [19], can be very tedious in 3D geometries. We propose, therefore, to approximate Eq. (13) as follows:
\[
\sum_{j,k \in S'} \left( \frac{U^1}{J} \right)_{3/2,j,k} \Delta \xi^2 \Delta \xi^3 = \sum_{j,k \in S'} \left[ \frac{\left( A^\Lambda B^j \right) \xi_{x_i}^1}{J} \right]_{3/2,j,k} \Delta \xi^2 \Delta \xi^3,
\]

where \( A^\Lambda B \) is an operator that interpolates the velocity components from grid \( \Omega_B \) to the nodes of grid \( \Omega_A \) on the interface \( S' \) – second-order accurate trilinear interpolation is used for this purpose. In other words, rather than constructing the mass flux from the \( \Omega_B \) grid exactly (by considering the contributions from all points on \( S^B \)) we interpolate the Cartesian velocity components from \( \Omega_B \) to the nodes of \( \Omega_A \) located on \( S' \) and use these interpolated values to construct an approximate mass flux from \( \Omega_B \). Obviously the integral constraint given by (14) can be satisfied by setting the \( U^1 \) contravariant velocity component at every grid node on \( S^0 \) equal to the \( U^1 \) contravariant velocity component calculated using the interpolated values from \( \Omega_B \). That is,

\[
\left( \frac{U^1}{J} \right)_{3/2,j,k} = \left[ \frac{\left( A^\Lambda B^j \right) \xi_{x_i}^1}{J} \right]_{3/2,j,k}.
\]

Since we employ three-point, second-order accurate central differencing to discretize the governing equations, Eq. (15) can be approximated up to second-order accuracy as follows:

\[
\left( \frac{U^1}{J} \right)_{3/2,j,k} = \frac{1}{2} \left[ \left( \frac{U^1}{J} \right)_{1,j,k} + \left( \frac{U^1}{J} \right)_{2,j,k} \right] = \left[ \frac{\left( A^\Lambda B^j \right) \xi_{x_i}^1}{J} \right]_{3/2,j,k}.
\]

The above equation is used to construct an algorithm for calculating \( (U^1)^{n+1} \) at every node on \( S \) during the iterative solution (pseudo-time iteration) of the governing equations in \( \Omega_A \). Using the notation of the dual time-stepping iterative algorithm described in Section 2 (see Eq. (6)), we obtain:
The second term in the right-hand side of Eq. (17) can be calculated from the calculated velocity field at the interior nodes \((2, j, k)\). Eq. (17) is not by itself sufficient to specify boundary conditions on \(I\) for all four primitive variables (velocity components and pressure). To calculate all three Cartesian velocity components on \(S\) we set the \(U^2\) and \(U^3\) contravariant velocity components at \((1, j, k)\) equal to those calculated using interpolated velocities from \(\Omega_B\). That is (for \(q = 2, 3\)),

\[
\left( \frac{\mathbf{U}^q}{J} \right)^{m+1}_{1,j,k} = \left[ \left( \frac{\mathbf{U}^q_{\mathbf{B}^A \mathbf{u}_I}}{J} \right)^{m}_{3/2,j,k} \right] - \left( \frac{\mathbf{U}^1}{J} \right)^{m}_{2,j,k}.
\]

Eqs. (17) and (18) form a linear system of three equations, which is inverted to obtain the three Cartesian velocity components at \((1, j, k)\). Finally, the pressure is kept fixed throughout the iteration in pseudo-time and equal to the interpolated value:

\[
\mathbf{p}_1^{m+1}_{1,j,k} = \mathbf{X}^A_{\mathbf{B}} \mathbf{p}_{1,j,k}.
\]

Note that when the pseudo-time-marching iteration converges, \(m\) and \(m + 1 \rightarrow n + 1\) and Eqs. (17)–(19) are satisfied at the \(n + 1\) time level.

An important shortcoming of the SI approach in incompressible flow simulations is the fact that both the velocity vector and the pressure are specified at the interface. A well-posed problem for the incompressible Navier–Stokes equations, however, requires boundary conditions only for the velocity field and the pressure can be obtained as part of the solution [27]. Thus, interpolating and keeping fixed all four primitive variables at the interface over specifies the discrete problem and could result in an ill-posed algorithm. In fact we subsequently show via numerical experiments that when the SI approach is used the numerical problem does indeed become ill posed as indicated by sluggish convergence rates of the iterative algorithm and the appearance of non-physical pressure and velocity oscillations in the computed solutions. The MFBI approach, on the other hand, does not overspecify the discrete problem. This is because only three, Dirichlet-type, boundary conditions are specified at the interface using interpolated variables for (see Eqs. (18) and (19)). The condition enforced by Eq. (17) is actually an integral constraint that guarantees global mass conservation. Note that such a constraint is required for the initial-boundary value problem of the incompressible Navier–Stokes equations to be well posed. As discussed in [27], the Dirichlet conditions for the velocity field should satisfy global mass conservation for a well-posed problem. In other words, the MFBI algorithm can be thought of as specifying three of the four primitive variables at the interface and determining the fourth variable such that the global mass conservation constraint is satisfied (at least in the approximate sense discussed above).

5. Grid connectivity and summary of the domain decomposition algorithm

In this section we discuss issues related to the numerical implementation of the domain decomposition algorithm and summarize the overall solution procedure.

The first step in implementing a domain decomposition method is to decompose the computational domain into a set of subdomains. The decomposition may be carried out to facilitate either the description of the geometry (using subsets of easy to generate curvilinear coordinates), or the resolution of complex flow structures, or the efficient parallelization of the computer code, or a combination of all of the above. After the domain decomposition has been completed, the relative location of the various subdomains and
the manner in which they are connected with each other need to be determined. The solution of this problem, which is collectively referred to as grid connectivity, is not trivial especially when a large number of overset subdomains is employed.

In this work, we develop an efficient procedure for solving grid connectivity using a Newton iteration algorithm. Due to space considerations, we provide only a brief summary of the procedure. The reader is referred to Tang [24] for a detailed description. With reference to Fig. 2, the host cell for node \( p \) at the boundary of \( \Omega_A \) is cell 1–2–3–4 in \( \Omega_B \). After the host cell has been determined, the curvilinear coordinates of node \( p \) in \( \Omega_B \) need to be calculated. These coordinates are defined using trilinear interpolation between the eight nodes of \( \Omega_B \) defining the host cell and their determination requires the solution of a \( 3 \times 3 \) non-linear system. The resulting system is solved using Newton iteration, whose convergence rate is quadratic if the initial guess is sufficiently close to the final solution. As shown in [24], very rapid convergence rates can be achieved when the exact solution for the curvilinear coordinates of \( p \) under the assumption of a locally uniform Cartesian grid is used to specify the initial guess for the actual curvilinear domain.

The implementation of the present domain decomposition algorithm is based on the Schwarz alternating procedure. That is, the governing equations are solved successively in the various subdomains, alternating from one subdomain to another in a given order. For the solution in a given subdomain, boundary conditions at grid interfaces maybe specified using either MFBI or SI. Moreover, multigrid acceleration is implemented such that the communication between different subdomains takes place only on the finest mesh. This approach has also been used in the past by Hinatsu and Ferziger [6] and Zang and Street [17].

The overall solution procedure for advancing the flowfield from the \( n \) to the \( n+1 \) time levels can be summarized as follows:
1. Specify an initial guess for the flowfield at the \( n+1 \) level in all subdomains \( \Omega_j \) (\( j = 1 \) to \( j_{\text{max}} \), where \( j_{\text{max}} \) is the total number of subdomains) – the solution at the \( n \) level can be used for this purpose. Note that this initial guess is also the solution at the \( m = 1 \) pseudo-time level.
2. For every subdomain \( \Omega_j \) (\( j = 1 \) to \( j_{\text{max}} \)), interpolate the Cartesian velocity components and the pressure on all near-boundary grid nodes of \( \Omega_j \) from the surrounding subdomains and calculate the interpolated terms in the right-hand side of Eqs. (17)–(19). Calculate the right-hand side of Eq. (17) and invert the system of Eqs. (17) and (18) to obtain the three Cartesian velocity components on the interface at the \( m+1 \) pseudo-iteration.
3. For every subdomain \( \Omega_j \) (\( j = 1 \) to \( j_{\text{max}} \)), solve Eq. (6) to advance the solution in pseudo-time (from \( m \) to \( m+1 \)) at all interior nodes of \( \Omega_j \) using the multigrid, Runge–Kutta algorithm described in Section 2.
4. Check if convergence in pseudo-time has been achieved in every subdomain.
   If yes, the solution in the entire flowfield has been advanced to the \( n+1 \) level. Return to Step 1 and continue to the next physical time step after replacing the solution at level \( n \) with the calculated solution at \( n+1 \).
   If no, update the solution at the \( n+1 \) level using the computed \( m+1 \) estimate, return to Step 2 and continue iterating in pseudo-time over all subdomains until convergence is reached.

6. MFBI vs. SI: numerical experiments

In this section, we carry out a series of numerical experiments to evaluate the accuracy and efficiency of the MFBI and assess its performance relative to the standard trilinear interpolation approach (i.e., the specification of all four primitive variables at interfaces via trilinear interpolation). The test cases we consider include steady and oscillatory flow in a lid-driven cavity, and steady flow in a strongly curved, 90° pipe bend. These numerical experiments are designed to investigate the effect of the interface treatment
algorithm on the efficiency of the iterative algorithm and the smoothness and accuracy of the computed solutions (especially when the grid spacing across interfaces is discontinuous).

6.1. Steady lid-driven cavity flow

The Reynolds number for this flow is based on the lid velocity \( U \) and the cavity height \( H \). Calculations are carried out for \( Re = 400 \) and 1000. The flow domain is discretized using two overset grids as shown in Fig. 3. The background cavity domain \( \Omega_A \) has a hole at its center, which is covered by a \((0.55H)^3\) cube, \( \Omega_B \), arbitrarily oriented relative to \( \Omega_A \). Both subdomains are discretized with uniformly spaced grids of spacing \( \Delta x_A \) and \( \Delta x_B \), respectively. For the \( Re = 400 \) case we investigate the effect of grid spacing continuity across the overset-grid interface – quantified by the ratio \( r^x = \Delta x_A / \Delta x_B \) – by considering the following two grid densities: Grid 1, with \( 33^3 \) grid nodes in \( \Omega_A \), \( 21^3 \) grid nodes in \( \Omega_B \), and \( r^x = r^y = r^z \approx 1.14 \) (nearly continuous grids); and Grid 2, with \( 33^3 \) grid nodes in \( \Omega_A \), \( 61^3 \) grid nodes in \( \Omega_B \), and \( r^x = r^y = r^z \approx 3.4 \) (discontinuous grids). For the \( Re = 1000 \) case we report results for the following grid arrangement: \( 69^3 \) grid nodes in \( \Omega_A \), \( 41^3 \) grid nodes in \( \Omega_B \).

We carry out calculations on the two composite domains, Grids 1 and 2, using both the SI and MFBI approaches and compare the computed solutions in \( \Omega_B \) with the solution obtained on a single zone grid – i.e., using only the background grid \( \Omega_A \). For all cases the iterative algorithm is declared converged when all residuals reach machine zero. We should also note that all subsequently presented results (both on the single and composite domains) have been obtained by setting \( \varepsilon = 0 \) (see Eq. (5)) in order to evaluate the dispersive properties of each interpolation scheme free of artificial dissipation effects.

Fig. 4 compares the calculated steady-state flowfields obtained on Grid 1 in terms of pressure and velocity contours (\( Re = 400 \)). Both interpolation schemes yield identical velocity fields, which are in excellent agreement with the single zone grid solution. Some differences are observed, however, in the computed pressure fields. The MFBI scheme yields nearly smooth pressure contours that are in good agreement with the single-zone grid. The SI scheme, on the other hand, produces weak pressure oscillations throughout the \( \Omega_B \) subdomain. It should be noted that to some extent the observed pressure oscillations for both schemes are due to the well-known, odd–even decoupling of the pressure nodes, which occurs when the governing equations are discretized on a non-staggered grid with central differencing and no dissipation is introduced.
in the discrete continuity equation [28] – weak decoupling of the pressure nodes is also evident in the solution obtained on the single-zone grid. Since, however, all numerical solutions have been obtained with \( \varepsilon = 0 \) and on identical grids, the pressure comparisons shown in Fig. 4 clearly suggest that the SI approach
tends to exacerbate the decoupling of the pressure nodes even when the grid spacing ratio \( r \) is close to one. This conclusion is further reinforced by the results shown in Fig. 5, which compares solutions obtained on the discontinuous Grid 2 arrangement (\( Re = 400 \)). The discontinuity in the grid spacings appears to have

Fig. 5. Steady flow in a lid-driven cavity (\( Re = 400 \)) for discontinuous overset grids. Contours of pressure and velocity contours (bottom) at the \( y = 0 \) symmetry plane with MFBI (a) and SI (b). Thin line: Single domain solution; thick line: overset-grid solution in \( \Omega_a \) (see Fig. 3).
little effect on the solution obtained with MFBI while the pressure field obtained with SI is contaminated by spurious oscillations. For both algorithms, however, the calculated velocity fields are identical and in good agreement with the single-zone grid solution.

Fig. 6. Steady flow in a lid-driven cavity \((Re = 1000)\) for continuous overset grids. Contours of pressure and velocity contours (bottom) at the \(y = 0\) symmetry plane with MFBI (a) and SI (b). Thin line: Single domain solution; thick line: overset-grid solution in \(\Omega_b\) (see Fig. 3).
For the $Re = 1000$ case we carried out similar numerical tests with a small amount of artificial dissipation ($\varepsilon = 0.001$) and the results are shown in Fig. 6 – results with $\varepsilon = 0$, not shown here, were also obtained but they lead to the same conclusions as those derived from Figs. 4 and 5. Artificial dissipation tends to suppress the odd–even decoupling of the pressure nodes for all algorithms but does not change the central conclusion suggested by the results shown in Figs. 4 and 5. As seen in Fig. 6, the results obtained with the SI algorithm continue to exhibit considerable high-frequency oscillations. The addition of artificial dissipation, however, tends to confine the oscillations in the SI pressure field to the overlap region of the two subdomains (see Fig. 6).

6.2. Oscillatory cavity flow

The flow domain is identical to that discussed in Section 6.1 but in this case the lid velocity oscillates in time ($U = \cos(2\pi t)$). Here we compare the MFBI and SI algorithms for an unsteady flow using the overset-grid layout shown in Fig. 7. The $\Omega_A$ and $\Omega_B$ subdomains are discretized with $25 \times 25 \times 25$ and $17 \times 17 \times 9$ grid nodes, respectively. The grid nodes in each subdomain are distributed uniformly along all three spatial directions such that the resulting grid spacing ratios for the two grids are discontinuous: $r^x = r^y = 2$ and $r^z = 4$. For both interpolation algorithms, calculations are carried out for $Re = 100$ with $\varepsilon = 0$ and $\Delta t = 0.05$.

Figs. 8 and 9 compare the computed solutions at time $t = 0.25$ and 10. Even for this very discontinuous grid arrangement, the MFBI algorithm gives pressure and velocity fields that are nearly continuous in the overlap region – only very weak oscillations are observed in the calculated pressure field. On the other hand, the solutions obtained with the SI algorithm exhibit very pronounced spurious oscillations in the overlap region either in the computed pressure or velocity fields. During the early transient stages of the simulation, see Fig. 8, the calculated pressure exhibits strong oscillations while the

Fig. 7. Overset-grid layout for oscillating cavity flow.
velocity field is smooth. At later times, however (see Fig. 9) the pressure oscillations diminish considerably, but spurious wiggles grow in the vertical velocity component. Fig. 10 compares the time history of drag coefficient on the moving wall. It is interesting to note that in spite of the previously discussed global differences between the two solutions, the time histories of the drag coefficient are indistinguishable for both algorithms.
To assess the relative efficiency of the two algorithms, we plot in Fig. 11 their respective convergence histories for the first three physical time steps. Note that during every physical time step, 2500 pseudo-time steps were calculated in order to explore whether the residuals reach machine zero and ensure that no long-time numerical instabilities develop. The convergence rate of the MFBI algorithm appears to
be consistent for all simulated time steps as all residuals reach machine zero within 200–300 pseudo-time steps. The SI algorithm, on the other hand, exhibits more erratic convergence histories. In the first six time steps (only three time steps are shown in Fig. 11), the pressure residual (with only exception the second time step) failed to reach machine zero even after 2500 iterations. This trend is consistent with the strong spurious oscillations that develop in the pressure field during the early stages of the calculation (see Fig. 8 above). At later times, however, the convergence of the SI algorithm improves considerably and the pressure residuals decay to machine zero at rates similar to those for the MFBI algorithm.

6.3. Steady flow in a 90° pipe bend

To evaluate the performance of the two interpolation algorithms in a 3D flow with inflow and outflow, we calculated steady flow in a strongly curved 90° pipe bend. This test case was studied experimentally by Bovendeerd et al. [29] who carried out velocity measurements at Reynolds number $Re = 700$ (based on the bulk velocity $U$ and the pipe diameter $D$). The radius of curvature of the bend is $3D$ and an upstream straight tangent $50D$ long was used in the experiment to ensure fully developed flow at the entrance of the bend.

In the present study, the calculations start $5D$ upstream of the bend where a fully developed (parabolic) velocity profile is specified. The exit boundary is located $7D$ downstream of the end of curvature. We employed the overset-grid layout shown in Fig. 12. The cross section of the bend was discretized using two overlapping subdomains: the global polar grid and the interior, uniformly spaced, Cartesian grid. To avoid numerical difficulties with the singularity on the axis of the bend, the global grid had a hole around the axis as depicted in Fig. 12. For both subdomains the streamwise planes are located at exactly the same locations. Note that we specifically tailored the grid layout shown in Fig. 12 to ensure that the ratios of the grid spacings of the Cartesian subdomain to those of the polar subdomain vary considerably within the overlap region, from close to unity near the edges of the Cartesian box to approximately 7 in the vicinity of the axis. Thus, this test case will allow us to explore the effect of heterogeneously distributed grid spacing ratios in a complex geometrical configuration.
To investigate the sensitivity of the calculated flowfields to grid resolution, we carried out calculations on two grids. The coarse mesh consists of $61 \times 17 \times 49$ (streamwise, radial, azimuthal) and $61 \times 13 \times 13$ (streamwise and transverse directions) for the polar and Cartesian subdomains, respectively (a total of 61,112 grid nodes). The respective grid densities for the fine mesh are $85 \times 25 \times 53$ and $85 \times 21 \times 21$ (a total of 150,110 grid nodes).

The calculated streamwise velocity profiles at the plane of symmetry are compared with the experimental measurements [29] in Fig. 13. This figure shows results obtained with the MFBI and SI algorithms on the coarse and fine meshes. As seen, both algorithms yield very similar velocity profiles that are in excellent agreement with the measurements. A notable difference between the two algorithms is that the MFBI appears to be less sensitive to grid refinement. Notice that the coarse and fine mesh velocity profiles in Fig. 13(a) are identical, thus, suggesting that for the MFBI the coarse mesh is sufficient for obtaining grid independent solutions. For the SI, on the other hand, discrepancies between the coarse and fine mesh
solutions are observed especially near the entrance of the bend. As the mesh is refined, however, the SI solution converges to the solution obtained with the MFBI.

Fig. 14 shows pressure and streamwise velocity contours at the $\theta = 45^\circ$ cross-section within the bend. Only results obtained on the coarse mesh are shown in this figure but similar trends are observed on the fine mesh as well. In spite of the considerable heterogeneity in the grid spacing ratios for this case, the MFBI yields nearly continuous pressure field and velocity contours that are smooth and nearly identical in the overlap region of the two overset grids. The results obtained by the SI approach, on the other hand, are strikingly different with pronounced non-physical oscillations dominating the Cartesian subdomain solution. The velocity contours for this case are also smooth but the computed solutions in the overlap regions are not as well matched as those obtained with the MFBI method (see Fig. 14(a)).

The convergence histories for the two algorithms on the fine mesh are shown in Fig. 15. It is evident that the MFBI converges considerably faster than the SI algorithm. Furthermore, it is important to note that for the MFBI algorithm all residuals in both subdomains reach machine zero after 4000 time steps. The SI algorithm, on the other hand, fails to reach machine zero even after 6000 iterations. In fact, we can estimate from the asymptotic convergence slopes (assuming that this rate of convergence will continue until machine zero is reached) that the SI algorithm may require well over 10,000 iterations before all residuals reach machine zero.

7. Applications to complex unsteady laminar flows

In this section we apply domain decomposition in conjunction with MFBI to calculate massively separated, laminar flows in complex geometrical configurations. We demonstrate that overset grids can
successfully simulate unsteady vortical flows with complex dynamics in multiconnected, 3D geometries. The first case we simulated is vortex shedding from a circular cylinder mounted between two endplates. The calculations are validated by comparing them with available experimental data and observations and numerical results that were previously reported in the literature. The second test case is the flow in a straight rectangular channel with two wall-mounted obstacles: a slender rectangular block attached to the side of the channel and a bottom mounted circular cylinder adjacent to it. Even though no experimental data or previous numerical results are available for this case, the computed flowfields demonstrate further the ability of MFBI to simulate flows with very complex wake dynamics using multiple overset grids.

7.1. Vortex shedding from a circular cylinder mounted between two endplates

The flow past a circular cylinder is an important engineering problem and has been widely studied both experimentally [30–34] and computationally [21,35,36]. In spite of a considerable body of work on this flow, however, a number of fundamental issues about its complex physics are still the subject of interpretation and controversy [32]. Perhaps the most perplexing such issue is the effect that solid endplates, typically used to mount the cylinder in laboratory studies, have on the dynamics of vortex shedding. For low aspect ratios ($L/D$ where $L$ is the cylinder length and $D$ its diameter) endplate effects are known to give rise to very complex 3D phenomena and be the source for the considerable scatter in the available experimental data.
In a recent computational study, Mittal [21] investigated the effect of endplates on the dynamics of vortex shedding. He carried out direct numerical simulations for flow past a cylinder with $L/D = 16$ at Reynolds numbers ranging from 100 to 1000. We applied the MFBI method to simulate the flow in a geometrical configuration identical to that studied by Mittal so that our computations can be readily compared with his results. Note that Mittal [21] employed a finite-element, Galerkin formulation on a single-block unstructured mesh with approximately 900,000 nodes and with time increments in the range of 0.05–0.25.

The computational domain is identical to that used in [21] and is depicted in Fig. 16. The cylinder is 8D long and symmetry boundary conditions are applied at $z = 8D$ to simulate the flow in a domain with aspect ratio $L/D = 16$. The solid endplate, on which no-lip conditions are specified, is located at $z = 0$ and extends from $4.5D$ upstream of the cylinder ($x = -4.5D$) all the way to end of the computational domain ($x = 22.5D$). At the entrance of the computational domain ($x = -12.5D$) a uniform velocity profile is specified. At the top and lateral boundaries, symmetry boundary conditions are specified while at the exit boundary extrapolation is used for the velocity field. At all six planes of the computational domain and the surface of the cylinder the pressure is calculated via linear extrapolation from the interior nodes. We computed two Reynolds numbers, $Re = 100$ and 300. In all subsequently presented results, time, length, velocity, and pressure are non-dimensionalized by $D/U$, $D$, $U$, and $\rho U^2$, respectively.

The overset-grid arrangement we employed is shown in Fig. 16. A global Cartesian mesh (H-type grid) with a hole in the vicinity of the cylinder is used to cover the entire computational domain. The hole region...
is discretized with an overset O-type grid. We carried out calculations on two grids: (1) a coarse grid consisting of $113 \times 69 \times 33$ and $33 \times 97 \times 37$ grid nodes for the H- and O-grids, respectively (total grid nodes 375,000) and (2) a fine grid with $129 \times 81 \times 49$ and $37 \times 121 \times 53$ grid nodes for the H- and O-grids, respectively (749,000 grid nodes). For both grids, hyperbolic tangent stretching is used to cluster the grid nodes near the solid walls. The near-wall grid spacings for the coarse and fine grids are 0.008 and 0.006, respectively. For the coarse grid calculation, the physical time step is $\Delta t = 0.1$ and $0.05$ for $Re = 100$ and 300, respectively. For the fine mesh, on the other hand, $\Delta t = 0.05$ for both Reynolds numbers. For all cases, the artificial dissipation coefficient was set equal to $\varepsilon = 0.004$ and the dual time-stepping iteration was declared converged when the residuals were reduced by three orders of magnitude (typically 20 multigrid iterations were required to achieve this convergence level). Unless otherwise indicated, all subsequently presented results have been obtained on the fine mesh.

The calculated time histories for the lift and drag coefficients and their power spectra for $Re = 100$ and 300 are shown in Figs. 17 and 18, respectively. As seen in Fig. 17, for $Re = 100$ the flow attains a simple periodic state. The calculated Strouhal numbers ($St = fU/D$, where $f$ is the dominant frequency) for the lift and drag coefficients are $St_l = 0.152$ and $St_d = 0.311$ and the mean drag coefficient is 1.325 – the corresponding values obtained on the coarse mesh are 0.151, 0.303, and 1.312, respectively. These values compare well with available experiments and previous computations. Williamson’s [31] and Norberg’s [34] data for $Re = 101$ suggest a very abrupt, step function like variation of $St_l$ with $L/D$ from 0.141 for $L/D < 30$ to 0.16 for higher values of $L/D$. Mittal [21] obtained $St_l = 0.145$, $St_d = 0.3$, and mean drag coefficient 1.34 using a slightly finer mesh and a time increment five times higher than the one we employed. Considering the differences in spatial and temporal resolutions between the two computations and the drastically different numerical methodologies, the two results are in good agreement with each other and within the range of the experimental data. A puzzling discrepancy between the two computations is with regard to the amplitude of the lift oscillations – 0.075 (our result)
This discrepancy, however, could be due to the different time increments used in the two computations.

The complexity of the flow increases considerably for $Re = 300$ as revealed by the time histories and spectra of lift and drag shown in Fig. 18. Experimental observations [32] reveal that for cylinders of large aspect ratio, at $Re = 180$ the wake undergoes a transition from a simple periodic state to a far more complex and seemingly disorganized state. The first instability is the so-called Mode A shedding, which is characterized by the growth of coherent vortices whose spanwise wave length is approximately equal to 3–4 cylinder diameters and a single, low frequency peak in the lift spectra. As the Reynolds number increases the low frequency peak diminishes and a second peak appears at higher frequencies, which is associated with the so-called Mode-B shedding. This new state is characterized by structures of smaller spanwise extent, typically of the order of one cylinder diameter and an overall more disorganized wake structure. The transition from Mode A to Mode B shedding is also characterized by vortex dislocations, which form as shed vortices go out of phase leading to the growth of large, spot-like, vorticity patches [32]. Mittal's [21] calculations suggest that for $L/D = 16$ and $Re = 300$ the wake is characterized by the intermittent interplay of Modes A and B and the existence of two frequencies in the lift spectra – a high frequency, presumably associated with Mode B shedding, riding on a low frequency modulation due to Mode A shedding. Our
computed time histories for the lift and drag coefficients shown in Fig. 18 are similar to those reported in [21] and suggest complex wake dynamics. The drag coefficient oscillates about a mean value approximately equal to 1.2, which is very close to the 1.19 value reported by Mittal [21]. Moreover, the calculated time histories reveal the presence of two frequencies, which, as discussed above, are presumably due to the competition of Modes A and B shedding in the wake (see Fig. 20). The calculated Strouhal number based on the dominant lift frequency is \( St_{l} \approx 0.195 \), which is within 2.6% of the \( St_{l} = 0.19 \) value obtained by Mittal [21]. Note that Norberg’s [34] experiments for the same Reynolds number but a slightly larger aspect ratio \( (L/D = 20 \text{ vs. } L/D = 16 \text{ here}) \) yielded a value of \( St_{l} \approx 0.19 \), which is in excellent agreement with our results.

Fig. 19 shows instantaneous contours of u-, v- and w-velocity components, pressure, and \( \omega_{x} \) and \( \omega_{z} \) vorticity components at the vertical plane of symmetry \((y = 0)\) for \( Re = 100 \). In agreement with the experimental observations of Williamson [31] and the numerical simulations of Mittal [21], the shedding for \( Re = 100 \) is oblique with a single vortical cell across the entire span (see Fig. 19). The shedding angle is seen to vary significantly along the span due to the effects of the solid wall. Mittal estimated from his calculations a shedding angle approximately equal to 25° at mid-span. This value is almost identical to the mid-span shedding angle we can estimate from our results shown in Fig. 19.

The interplay of Modes A and B shedding for the \( Re = 300 \) case is illustrated in Fig. 20, which shows several snapshots of instantaneous vorticity magnitude contours. The vorticity contours at \( t = 210 \) exhibit small scale structures that are indicative of Mode B shedding. The wake at this instant is disorganized with multiple shedding cells located across the span. In contrast to the flow structure at

---

**Fig. 17.** Wall-mounted cylinder flow \((Re = 100)\). Time histories and power spectra of lift (top) and drag (bottom) coefficients.
t = 210, there are instants in time during which the wake is characterized by longer wave length cells and exhibits a more organized structure. The contour plot at \( t = 300 \) is representative of such a state, which would be consistent with Mode A shedding. These results are essentially identical to those reported in [21].

7.2. Flow in channel with wall-mounted obstacles

The final configuration we studied was inspired by the geometry of bridge sections in natural rivers, which typically consist of multiple piers, which support the bridge across the river reach, and abutments, located in the floodplain section of the channel. The computational domain (see Fig. 21(a)) is a rectangular channel containing two bottom mounted obstacles: (1) a circular cylinder mounted on the bottom of the channel and (2) a rectangular block with a semi-circular edge mounted adjacent to the cylinder at the junction between the channel bottom and its side wall. The bottom \( (z = 0) \) and right side walls \( (y = 0) \) of the channel are solid walls on which no-slip, no-flux conditions are specified for the velocity field. The left vertical boundary \( (y = 10) \) and the top boundary \( (z = 4) \) are treated as symmetry planes. The corner mounted obstacle is a rectangular block of length \( L = 2 \), height \( H = 4 \), and width \( D = 1 \) with half a cylinder attached to it to form a rounded edge. The cylinder (diameter \( D = 1 \)) is attached vertically to the channel bottom at a lateral distance \( W = 5 \) from the right side wall, as shown in Fig. 21(a). The two obstacles are located across from each other at distance \( 20D \) from the inlet plane where uniform flow velocity is specified. The outflow plane is located 25\( D \) downstream of the obstacles. All flow variables at the exit were calculated using linear extrapolation.

![Fig. 18. Wall-mounted cylinder flow (\( Re = 300 \)). Time histories and power spectra of lift (top) and drag (bottom) coefficients.](image-url)
The computational domain is discretized using six overset grids, as shown in Fig. 21(b). The total number of grid nodes for all six subdomains is 336,000. Given the complexity of the flow, this grid resolution is far from adequate for obtaining grid insensitive solutions. However, our objective is to illustrate

![Fig. 19. Wall-mounted cylinder flow (Re = 100). Instantaneous contours of velocity components, pressure, and vorticity components at the y = 0 plane.](image)

The computational domain is discretized using six overset grids, as shown in Fig. 21(b). The total number of grid nodes for all six subdomains is 336,000. Given the complexity of the flow, this grid resolution is far from adequate for obtaining grid insensitive solutions. However, our objective is to illustrate
the ability of our domain decomposition method to simulate a complex flow in a complex geometrical configuration. Mesh sensitivity studies and a detailed discussion of the physics of this flow are beyond the scope of this paper and will be reported in a future communication. In the remainder of this section, we present a small sample of our computed results for $Re = 300$. The calculations were carried out with $\Delta t = 0.05$ and $\varepsilon = 0.04$.

Typical time histories of the calculated pressure field at one point in the wake of the two obstacles and its phase portrait are shown in Fig. 22. It is evident that the interaction of the two wakes gives rise to a very
complex aperiodic flow. In fact the phase portrait clearly suggests that the dynamics is chaotic – juxta
pose the complexity of the dynamics for this case with that shown in Fig. 18 for the single cylinder flow at the
same Reynolds number. Contours of instantaneous vorticity contours at the plane of symmetry are shown
in Fig. 23. The shear layer emanating from the edge of the block is seen to engage in a very complex in-
teraction with vortices shed from the cylinder. This interaction leads to the break up of the shear layer into
small scale eddies almost immediately downstream of the block. Similarly the cylinder wake is characterized
by the shedding of smaller scale eddies than those observed for the single cylinder case at the same Reynolds
number. The 3D structure of the flow is illustrated in Fig. 24, which visualizes instantaneous coherent
structures with the $\lambda_2$-method [37]. Large-scale whirlpool-like vortices at the upstream corner of the block,
oblique shedding from both the cylinder and the block shear layers, and small scale structures downstream
of the obstacles, emerging due to the complex interaction of the two wakes, dominate the flowfield at all instants in time. Figs. 23 and 24 provide further evidence that with the MFBI approach vortices generated in the various subdomains can cross overset-grid boundaries without distortion and engage in complex, non-linear interactions.

8. Summary and conclusions

We have developed an overset-grid domain decomposition method for simulating unsteady, 3D, incompressible flows in complex geometries. We proposed a mass-flux based, interpolation (MFBI)
Fig. 23. Channel with two wall-mounted obstacles ($Re = 300$). Contours of vertical vorticity component ($\Omega_z$) at the plane of symmetry at five instants in time. The solid lines mark the boundaries of the various subdomains.
algorithm for calculating the pressure and velocity field at grid interfaces. The algorithm is straightforward to implement in 3D geometries and is inspired by the exact integral constraints that need to be satisfied at overset-grid interfaces to ensure global mass conservation in the composite domain.

We carried out a series of numerical experiments to gauge the accuracy and computational efficiency of the MFBI and SI algorithms. The computed results demonstrated that the SI algorithm tends to give rise to spurious pressure and even velocity oscillations in the overlap region of adjacent subdomains, especially for discontinuous grids, and results in sluggish convergence rates. The new MFBI algorithm, on the other hand, suppresses pressure oscillations at the interface, is less sensitive to grid refinement, and significantly enhances the efficiency of the iterative algorithm. Unlike the SI algorithm, which specifies all four primitive variables via interpolation, MFBI does not over-specify the discrete numerical problem as it requires the specification of three Dirichlet conditions and the satisfaction of a discrete integral constraint. Therefore, MFBI leads to a well-posed discrete problem and this may explain its superior performance relative to the SI algorithm.

We demonstrated the potential of domain decomposition with MFBI as a technique for simulating complex engineering flows by applying it to calculate flow past a circular cylinder mounted between two endplates and flow in a channel with two wall-mounted obstacles. The computed results for the cylinder case were shown to be in good agreement with available experimental data and the recent numerical study of Mittal [21]. Our computations yielded Strouhal numbers and overall shedding patterns in close agreement with the results of Mittal [21]. In particular, we found that at $Re = 100$ oblique shedding of single-cell structures occurs while at $Re = 300$ the competition between Mode A and B shedding patterns dominate the flow.

The simulations presented in this paper have been restricted to laminar flows ($Re \sim 10^2–10^3$). Recently, however, we have successfully adapted our method to solve the unsteady, Reynolds-averaged Navier–Stokes equations and applied it to simulate complex, 3D turbulent flows dominated by unsteady coherent
vortices [1]. We have also applied the method with a great deal of success to simulate vortex shedding in a bileaflet, mechanical prosthetic heart valve at \( Re = 1200 \) [2]. These recent results along with the computations presented in this paper underscore the potential of the overset-grid approach as a powerful tool for simulating unsteady, 3D flows over a broad range of Reynolds numbers in arbitrarily complex, multi-connected domains. Future work will focus on extending the present algorithm to problems involving moving boundaries.
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